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REVIEW

➤ use the co-occurrence information in large corpora to create 
distributional representations for words
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iced (to) drink owner in

cappuccino 6 2 0 3

espresso 1 1 0 4

cat 0 1 4 3

latte 6 5 0 4

leaf 0 0 0 5



What f makes p most similar to w?

0.3 0.1 0.7 0.5 0.9 0.1 0.2 1.0 0.6u v w

0.3 0.1 0.7 0.5 0.9 0.1 ?? ?? ??u v pf ( )=,

    Apfel      +    Baum   →   Apfelbaum

multimatrix 
p = Wg(W1[u; v] + b1; W2[u; v] + b2; ...;                                      Wk[u; v] + bk)+b
                         

wmask 
p = g(W[u ⊙ uʹ; v ⊙ vʺ]+b) 

where p, u, uʹ, v, vʺ, b ∈ ℝn; W ∈ ℝn×2n; g = tanh 

where p, u, v, b, bi ∈ ℝn; Wi ∈ ℝn×2n; W ∈ ℝn×kn; g = relu

COMPOSITIONALITY
➤ Composition models for 

distributional semantics can 
extend the vector spaces  

➤ they learn how to build 
representations for complex 
words (e.g. ‘apple tree’) and 
phrases (e.g. ‘black car’) from 
the representations of 
individual words. 
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WHY MODEL COMPOSITION?

➤ when using a search engine to look for job ads 

➤ programmer 

➤ software developer

➤ when shopping online 

➤ blue jacket 

➤ dark-blue coat
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Hand|Puppen|Theater|Aufführung

hand|doll-s|theater|performance
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Hand|Puppe(n)|Theater|Aufführung

Handpuppe

Handpuppentheater

Handpuppentheateraufführung

2,019,439 35,921

2,052

408,726

90

91,268
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““The meaning of the whole is a 
function of the meaning of the parts 
and their mode of combination”  

  Frege’s Principle of Compositionality
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COMPOSITION FUNCTIONS (1)

➤ use distributional representations as a proxy for the meaning 
of individual words - “meaning for the parts” 

➤ any type of vector representations for words

➤ look for a “mode of combination” 

➤ in the context of vector space models of language 

➤ find a composition function f that fulfils certain 
requirements
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COMPOSITION FUNCTIONS (2)

➤ f takes as input (two) d-dimensional distributional 
representations of the constituents (learned from a corpus)

➤ f produces as output another d-dimensional vector, which is a 
combination of the input vectors

f(ucorpus, vcorpus)

pcomposed = f(ucorpus, vcorpus)
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0.2
0.1
0.4

𝑢 0.1
0.3
0.2

v 𝑝0.3
0.4
0.6

+ =

Hand ‘hand’ Puppe ‘doll’ Handpuppe ‘hand puppet’

Handpuppe 
‘hand puppet’

Puppenhand
‘doll hand’

“You might just as well say that ‘I see what I eat’ 
is the same thing as ‘I eat what I see’!” 

(The Mad Hatter in Lewis Caroll, Alice’s Adventures in Wonderland)

=



WEIGHTED ADDITIVE COMPOSITION - MITCHELL & LAPATA 2010

0.2
0.1
0.4

𝑢 0.1
0.3
0.2

v 𝑝
0.13

0.24

0.26

+ =

Hand ‘hand’ Puppe ‘doll’ Handpuppe ‘hand puppet’



WEIGHTED ADDITIVE COMPOSITION - MITCHELL & LAPATA 2010

0.2
0.1
0.4

𝑢 0.1
0.3
0.2

v 𝑝
0.13

0.24

0.26

+ =

Hand ‘hand’ Puppe ‘doll’ Handpuppe ‘hand puppet’

α = 0.3,β = 0.7



WEIGHTED ADDITIVE COMPOSITION - MITCHELL & LAPATA 2010

0.2
0.1
0.4

𝑢 0.1
0.3
0.2

v 𝑝
0.13

0.24

0.26

+ =

Hand ‘hand’ Puppe ‘doll’ Handpuppe ‘hand puppet’

Handpuppe 
‘hand puppet’

Puppenhand
‘doll hand’≠

α = 0.3,β = 0.7
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MATRIX COMPOSITION - SOCHER ET AL., 2010

➤ global composition - the two words from any pair of words - e.g. (apple, 
tree), (car, factory), (hand, puppet) will be composed in the same way
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TRAINING COMPOSITION FUNCTIONS
Apfel

‘apple’

Baum 

‘tree’

Apfelbaum

‘apple tree’

Holz

‘wood’

Löffel

‘spoon’

Holzlöffel

‘wooden spoon’

Abend 

‘evening’

Kleid

‘dress’

Abendkleid

‘evening dress’

Chef 

‘chef’

Koch 

‘cook’

Chefkoch

‘chef cook’

Mandel 

‘almond’

Öl

‘oil’

Mandelöl

‘almond oil’

Orange 

‘orange’

Saft

‘juice’

Orangensaft

‘orange juice’

Gast 

‘guest’

Bad 

‘bathroom’

Gästebad

‘guest bathroom’

Hochzeit

‘wedding’

Bild 
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‘wedding photo’
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TRAINING COMPOSITION FUNCTIONS (2)
➤ use as many such triples as you can get (datasets ranging from 4,500 to 

240,000 triples)

➤ split the data into train-test-dev portions (70-20-10%)

➤ train the composition model on the train data (70%)

➤ estimate all the parameters of composition model

➤ addition:

➤ weighted addition:

➤  matrix: 

➤ choose hyperparameters using the dev data (10%) - learning rate, optimizer, 
embedding size, embedding type, etc.

➤ test the composition model with the best hyperparameters once on the test 
data (20%)

0 parameters (non-parametric)

2 parameters 

d x 2d + d parameters (d=200: 200x400+200 = 80,200)



EVALUATION FOR COMPOSITION MODELS

➤ intrinsic evaluation - how good are the composed 
representations created by the model when compared to 
corpus-derived representations of the same words? 

➤ extrinsic evaluation - how good are the composed 
representations for some external task (e.g. for identifying the 
semantic relations between words, for parsing, for sentiment 
analysis etc.)



INTRINSIC EVALUATION
cosine similarity
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. . .

. . .
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. . .
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Bilderbuch ‘picture book’
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. . .

0.67

0.65

. . .

0.23

0.18



INTRINSIC EVALUATION (2)

Apfelbaum 0.88

cosine similarity

Apfelbaum ‘apple tree’

Baum ‘tree’

Kirschbaum ‘cherry tree’

. . .

. . .

Baumstamm ‘tree trunk’

Apfel ‘apple’

. . .

Schneebesen ‘whisk’

Bilderbuch ‘picture book’

1

0.97

0.89

0.86

. . .

0.67

0.65

. . .

0.23

0.18

rank 3



INTRINSIC EVALUATION (3)
test compound rank
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INTRINSIC EVALUATION (3)
test compound rank

Telefonkabel ‘telephone cable’

Schlossturm ‘castle tower’

. . .

Hundekuchen ‘dog biscuit’

Sitzheizung ‘seat heating’

. . .

Maulwurf ‘mole’

Milchmädchen ‘milkmaid’

1

1

2

2

. . .

. . .

12

12

13

13

. . .

. . .

1000

1000

1000

1000

Q1 Q2 Q3

Q1, Q2(median), Q3 

are the quartiles  

of the sorted list of ranks



INTRINSIC EVALUATION (4)

English Nominal Compounds

Composition Model Q1, Q2, Q3 <=5

Addition 2,7,38 46,14 %

Weighted Addition 2,7,38 46,14 %

Matrix 1,2,9 67,37 %



MATRIX COMPOSITION - SOCHER ET AL., 2010

➤ global composition - the two words from any pair of words - e.g. (apple, 
tree), (car, factory), (hand, puppet) will be composed in the same way
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FULLLEX COMPOSITION - SOCHER ET AL., 2012 (2)

sky apple tree

u = vector for apple v = vector for tree

initialized with the identity matrix



FULLLEX COMPOSITION - SOCHER ET AL., 2012 (3)



NEIGHBOURS OF FULLLEX COMPOSITION



ISSUES WITH FULLLEX



ISSUES WITH FULLLEX
➤ the number of parameters increases with the size of the vocabulary



ISSUES WITH FULLLEX
➤ the number of parameters increases with the size of the vocabulary

➤ |V| = 100 words; d (size of word representation) = 200



ISSUES WITH FULLLEX
➤ the number of parameters increases with the size of the vocabulary

➤ |V| = 100 words; d (size of word representation) = 200

➤ T size: 100 x 200 x 200 = 100 x 40,000 = 4,000,000



ISSUES WITH FULLLEX
➤ the number of parameters increases with the size of the vocabulary

➤ |V| = 100 words; d (size of word representation) = 200

➤ T size: 100 x 200 x 200 = 100 x 40,000 = 4,000,000

➤ W size: 200 x 400 + 200 = 80,200



ISSUES WITH FULLLEX
➤ the number of parameters increases with the size of the vocabulary

➤ |V| = 100 words; d (size of word representation) = 200

➤ T size: 100 x 200 x 200 = 100 x 40,000 = 4,000,000

➤ W size: 200 x 400 + 200 = 80,200

➤ total: 4,080,200 parameters 



ISSUES WITH FULLLEX
➤ the number of parameters increases with the size of the vocabulary

➤ |V| = 100 words; d (size of word representation) = 200

➤ T size: 100 x 200 x 200 = 100 x 40,000 = 4,000,000

➤ W size: 200 x 400 + 200 = 80,200

➤ total: 4,080,200 parameters 

➤ |V|= 10,000 words; d=200



ISSUES WITH FULLLEX
➤ the number of parameters increases with the size of the vocabulary

➤ |V| = 100 words; d (size of word representation) = 200

➤ T size: 100 x 200 x 200 = 100 x 40,000 = 4,000,000

➤ W size: 200 x 400 + 200 = 80,200

➤ total: 4,080,200 parameters 

➤ |V|= 10,000 words; d=200

➤ T size: 



ISSUES WITH FULLLEX
➤ the number of parameters increases with the size of the vocabulary

➤ |V| = 100 words; d (size of word representation) = 200

➤ T size: 100 x 200 x 200 = 100 x 40,000 = 4,000,000

➤ W size: 200 x 400 + 200 = 80,200

➤ total: 4,080,200 parameters 

➤ |V|= 10,000 words; d=200

➤ T size: 

➤ 10,000 x 200 x 200 = 10,000 x 40,000 = 400,000,000



ISSUES WITH FULLLEX
➤ the number of parameters increases with the size of the vocabulary

➤ |V| = 100 words; d (size of word representation) = 200

➤ T size: 100 x 200 x 200 = 100 x 40,000 = 4,000,000

➤ W size: 200 x 400 + 200 = 80,200

➤ total: 4,080,200 parameters 

➤ |V|= 10,000 words; d=200

➤ T size: 

➤ 10,000 x 200 x 200 = 10,000 x 40,000 = 400,000,000

➤ W size: 200 x 400 + 200 = 80,200



ISSUES WITH FULLLEX
➤ the number of parameters increases with the size of the vocabulary

➤ |V| = 100 words; d (size of word representation) = 200

➤ T size: 100 x 200 x 200 = 100 x 40,000 = 4,000,000

➤ W size: 200 x 400 + 200 = 80,200

➤ total: 4,080,200 parameters 

➤ |V|= 10,000 words; d=200

➤ T size: 

➤ 10,000 x 200 x 200 = 10,000 x 40,000 = 400,000,000

➤ W size: 200 x 400 + 200 = 80,200

➤ total: 400,080,000 parameters
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MASK COMPOSITION - DIMA, 2015 (1)

car factorycompany car factorycompany

car factory:  
u=vector for car; um=vector mask for modifier car  
v=vector for factory; vh=vector mask for head factory

company car:  
u=vector for ?; um=vector mask for modifier ? 
v=vector for ?; vh=vector mask for head ?

vector masks are initialized  
with a vector of ones 
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➤ |V| = 100 words; d (size of word representation) = 200

➤ WM, WH size: 100 x (200 + 200) = 100 x 400 = 40,000

➤ W size: 200 x 400 + 200 = 80,200
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➤ |V|= 10,000 words; d=200

➤ WM, WH size: 
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➤ total: 4,080,000 parameters



INTRINSIC EVALUATION (5)

English Nominal Compounds

Composition Model Q1, Q2, Q3 <=5

Addition 2,7,38 46,14 %

Weighted Addition 2,7,38 46,14 %

Matrix 1,2,9 67,37 %

WMask 1,2,7 71,53 %

FullLex 1,2,7 72,82 %
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➤ the word matrices/masks are “trained” only for those words 
in the training data

➤ for words that are not seen during training, fulllex/mask 
models are equivalent to

➤ the matrix model!
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➤ the word matrices/masks are individual - no sharing of 
parameters between similar words: e.g. ‘blue dress’ ‘sky-blue 
dress’

➤ if words are rare in training, their matrices/masks will get less 
updates

➤ they will remain closer to the identity matrices/one vector, 
and therefore have less of an impact on the final 
representation

➤ the amount of updates that the matrix/mask of each word will 
get depends on its train frequency

➤ cannot use the fact that ‘blue’ and ‘sky-blue’ are colors

ISSUES WITH FULLLEX/MASK (3)
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